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Figure 1. LumiNet transfers complex lighting conditions from a target image (a) to a source image (b), synthesizing a relit version of the
source image (c) while preserving its geometry and albedo.

Abstract

We introduce LumiNet, a novel architecture that leverages
generative models and latent intrinsic representations for
transferring lighting from one image to another. Given a
source image and a target lighting image, LumiNet gener-
ates a relit version of the source scene that captures the tar-
get’s lighting. Our approach makes two key contributions: a
data curation strategy from the StyleGAN-based relighting
model for our training, and a modified diffusion-based Con-
trolNet that processes both latent intrinsic properties from
the source image and latent extrinsic properties from the
target image. We further improve lighting transfer through
a learned adaptor that injects the target’s latent extrinsic
properties via cross-attention and light-weight fine-tuning.

Unlike traditional ControlNet, which generates images
with conditional maps from a single scene, LumiNet pro-
cesses latent representations from two different images -
preserving geometry and albedo from the source while
transferring lighting characteristics from the target.

1. Introduction

Transferring lighting between indoor scenes has applica-
tions in cinematography, architectural visualization, and
mixed reality. While neural rendering has advanced
single-image relighting, transferring lighting across differ-
ent scenes remains challenging due to complex geometry,
materials, and illumination.

The difficulty lies in decomposing and transferring light-
ing across scenes with varying layouts and materials. More-
over, light must originate from luminaires, requiring an un-
derstanding of light sources. Indoor scenes exhibit com-
plex phenomena such as interreflections and shadows [25].
Traditional inverse rendering struggles with model limita-
tions and error propagation [10], while other methods re-
quire multi-view setups, focus on specific objects [5, 21],
portraits [7, 15], or cannot handle complex lighting trans-
fers [22, 26].

Recent work offers promising directions. Bhattad et al.
[2] showed that StyleGAN’s latent space encodes lighting,
but real-image transfer remains limited [1]. Zhang et al.
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Figure 2. LumiNet’s Architecture and Training Pipeline.

[26] demonstrated that latent intrinsic decomposition cap-
tures albedo and illumination, though it struggles with com-
plex scenes. Diffusion models [3, 17] with ControlNet [23]
show strong conditional generation. DiffusionLight [14]
and IC-Light [24] handle environment maps and portraits
but not complex scenes.

We present LumiNet, a novel approach combining the
strengths of these methods. By modifying ControlNet to
operate on latent representations of scene intrinsics and ex-
trinsics [26], we enable robust lighting transfer between ar-
bitrary indoor scenes. First, we integrate a variational Style-
GAN with real indoor data to alleviate mode collapse and
address limited lighting variation. Second, we train a Latent
ControlNet that transfers lighting features in latent space
without explicit 3D or material modeling. Third, we intro-
duce a lighting-aware adaptor that maps low-dimensional
lighting vectors into high-dimensional codes, injected into
a pretrained diffusion model by fine-tuning cross-attention
layers to preserve lighting characteristics.

Our method relights challenging cases where source
and target differ significantly (Fig. 1a–b), creating com-
plex lighting phenomena like specular highlights, soft shad-
ows, and interreflections (Fig. 1c–d). Extensive experi-
ments show LumiNet outperforms previous methods, re-
quiring only images as input, and surpasses prior SOTA by
over 20% on the MIT Multi-Illumination dataset [13].

In summary, our contributions are:
• Novel framework: LumiNet combines latent intrinsic

control with diffusion models for high-quality indoor
scene relighting without 3D or multi-view inputs.

• Data curation: A variational StyleGAN approach gener-
ates diverse data from real indoor scenes.

• Generalizable relighting: Trained on same-scene pairs,
LumiNet transfers lighting between different scenes.

• Plausible lighting effects: LumiNet reproduces specu-
lar highlights, shadows, and interreflections, validated by
quantitative, qualitative, and user studies.

2. Data Preparation
Acquiring paired images of real-world scenes under differ-
ent lighting conditions is extremely challenging, requiring
controlled environments and extensive setups. We address
this with a two-stage strategy: (1) a variational synthetic
scene generation approach capturing key lighting patterns,
and (2) curated in-the-wild images ensuring diverse and bal-

anced training data. This enables robust and photorealistic
lighting transfer.

2.1. Variational Relit Scene Generation
StyLitGAN [2] generates relit images by interpolating
StyleGAN’s latent space, mapping noise z to style code w
and adding lighting direction d. However, StyleGAN [6]
suffers from mode collapse, producing similar outputs from
different noise samples. GAN inversion mitigates this but is
computationally slow [1].

To address this, we propose variational-StyLitGAN,
mapping real images to latent space using a ConvNeXt-
based [11] variational encoder qe(z|x), then transforming
z into a style code w+ via a pretrained mapper, and re-
constructing the scene image x̂ using a frozen StyLitGAN
generator pd(x|w+). We optimize:

L = MSE(x, x̂) + LPIPS(x, x̂)︸ ︷︷ ︸
Lrec

+DKL(qϕ(z|x) ∥ N (0, I))︸ ︷︷ ︸
LKL

(1)
For dataset generation, we encode LSUN-bedroom im-

ages, map to w+, and add lighting direction d to generate
seven lighting variations per scene. We further curate ∼1K
high-quality images based on CLIP [16] similarity score

Although StyLitGAN provides good control, the domain
gap with real images limits training solely on synthetic data.
Thus, we mainly use this pipeline to enrich lighting varia-
tion diversity for training LumiNet.

2.2. In-the-Wild Training Data
To complement synthetic data, we use real-world datasets:
MIIW [13] offers over 1,000 indoor scenes under 25 light-
ing conditions, capturing specular and direct lighting. Big-
Time [9] contributes 460 scenes with 20–50 lighting varia-
tions via time-lapse captures. We also sample 1,000 images
from LSUN Bedroom [20] for diversity. Overall, we train
LumiNet on ∼2,500 relit scenes and 1,000 unpaired LSUN
scenes.

3. LumiNet
Our goal is to learn a generative model that transfers light-
ing between indoor scenes while preserving scene struc-
ture. The key challenge is modeling lighting interac-
tions, addressed by leveraging latent intrinsic representa-
tions grounded in image formation theory.

3.1. Latent Intrinsic Extraction
Traditional pixel-space decomposition (e.g., albedo, nor-
mals) faces challenges: (1) perfect decomposition from
monocular images is nearly impossible, and (2) full com-
ponent recovery is expensive. We instead operate entirely
in latent space.
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Figure 3. Image Relighting Comparison on MIIW [13]. Our
method surpasses Latent Intrinsic [26], achieving superior relight-
ing with finer geometric details and color. RGB↔X [22] fails with
image prompting, and its text-prompt version lacks precise light-
ing control. Results are based on a fixed random seed and without
any post-processing.

Using the pretrained model from Zhang et al. [26], given
a scene pair (SLo

o , SLt
o ) under lighting Lo and Lt, we ex-

tract latent intrinsic features Ao ∈ RH×W×128 and lighting
codes {ILo

, ILt
} ∈ R16 using encoder fλ.

3.2. Latent Intrinsic Control
Our illumination control consists of two parts. First, we im-
plement control directly in latent space via a Latent Intrin-
sic ControlNet. We expand ILt spatially and concatenate
with Ao to form {Ao, IL′

t
} ∈ RH×W×144, then process it

through convolutions to obtain L ∈ RH/2×W/2×512.
Second, we enhance lighting control via cross-attention.

A learned MLP (3072 → 4096 → 4096 → 4096 → 3072)
transforms ILt

into IEt
∈ R3×1024, matching text embed-

ding dimensions. We omit text prompts to focus solely on
image-based lighting control.

3.3. Training Objective
We train on same-scene lighting transfer using latent diffu-
sion. Starting from ϵ(SLt), we add noise to obtain ϵ(SLt)t.
The model predicts noise conditioned on timestep t, la-
tent features {Ao, IL′

t
}, lighting embedding IEt

, and scene
SLo , optimizing:

LLumi = ∥ϵ−θ(ϵ(SLt)t, t, {Ao, IL′
t
}, IEt

, ϵ(SLo))∥22 (2)

We train only the latent control network and cross-
attention layers, freezing the rest of the diffusion and latent
intrinsic models.

4. Experiment
We evaluate lighting transfer qualitatively (Fig. 3, Fig. 4)
and quantitatively (Tab. 1), and assess perceptual quality
through a user study (Tab. 2).

4.1. Quantitative Evaluation
We compare LumiNet against deep network methods (SA-
AE [4], S3Net [19], Latent-Intrinsic [26]) and diffusion-

Methods Labels Raw Output Color Correction

RMSE↓ SSIM↑ RMSE↓ SSIM↑
Input Img - 0.384 0.438 0.312 0.492
SA-AE [4] Light 0.288 0.484 0.232 0.559
SA-AE [4] - 0.443 0.300 0.317 0.431
S3Net [19] Depth 0.512 0.331 0.418 0.374
S3Net [19] - 0.499 0.336 0.414 0.377
Latent-Intrinsic [26] (σ = 0) - 0.326 0.232 0.242 0.541
Latent-Intrinsic [26] - 0.297 0.473 0.222 0.571
RGB↔X [22] - 0.256 0.476 0.253 0.470
Ours - 0.180 0.647 0.144 0.673

Table 1. Quantitative Evaluation - MIIW. We evaluate our
method on the multi-illumination dataset [13] with ground truth
relights, achieving superior performance across all metrics. Unlike
other approaches, our results require no post-processing, such as
latent extrinsic search or flow-based cleanup, ensuring efficiency
for large image pools.

Method Surface Normal Perceptual Relighting Quality

Median-AE ↓ I-PQ ↓ L-PQ ↓ P-PQ↓
RGB↔X [22] 3.14 2.21 2.88 2.70
IC-Light-v2 [24] 3.42 3.06 2.57 2.74
Latent-Intrinsic [26] 3.61 2.24 2.52 2.40
Ours 2.74 1.71 1.30 1.40

Table 2. Real-world Evaluation. We evaluate surface normal
consistency and conduct a user study inspired by [8], comparing
our method against RGB↔X [22], IC-Light-v2 [24], and Latent-
Intrinsic [26]. Users rated images generated by each method under
the same target lighting (image or text prompt) on image quality (I-
PQ), lighting quality (L-PQ), and prompt alignment (P-PQ). Our
approach outperforms all baselines across all metrics, demonstrat-
ing strong and robust open-world relighting capabilities.

based RGB↔X [22] on the MIIW test set [13]. Follow-
ing [26], we randomly sample an image and 12 reference
lighting conditions, repeat experiments with different seeds,
and report averaged results.

Tab. 1 shows two evaluations: raw output and color-
corrected output (adjusting global RGB shifts). In both,
LumiNet achieves SOTA performance on RMSE and SSIM,
exceeding competing methods by over 20%.

Fig. 3 illustrates that LumiNet effectively transfers light-
ing effects (highlights, soft shadows) while preserving ge-
ometry and intrinsic properties. Latent-Intrinsic struggles
with specific effects, and RGB↔X cannot transfer light-
ing across scenes, as it requires intrinsic channels from the
same scene. Text-prompt-based methods are less suitable
for fine-grained lighting control but included for room-level
evaluations.

4.2. Geometry Consistency and User Study
We assess surface normal consistency and conduct a user
study. Visual examples are shown in Fig. 4. For RGB↔X,
only the text-prompt version is used, as irradiance-based re-
lighting fails in this setting. For IC-Light [24], we use the
latest FLUX-based IC-Light-v2.

We compute angular error (AE) between normals pre-
dicted from original and relit images (via RGB↔X). Tab. 2
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Figure 4. In-the-wild image relighting visual comparison. We evaluate LumiNet on diverse indoor scenes under various target lighting
conditions, more in the supplemental. Both RGB↔X [22] and IC-Light-v2 [24] require text prompts to achieve relighting, where we use
descriptions derived from the target lighting image (including actions like turning lights on/off, lamp placement, and scene type) as text
prompts. In contrast, Latent Intrinsic [26] and our method rely solely on image input. When we pass the estimated irradiance from the
target light image to RGB↔X’s intrinsic channels (RGB↔X image prompt), it fails to produce a meaningful image.
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Figure 5. Same Scene Under Various Lighting. LumiNet can relight the same scene under different lighting conditions while preserving
the overall layout, demonstrating effective disentanglement of intrinsic properties and lighting.

shows LumiNet preserves geometry best, with median AE
< 3°, outperforming others.

The user study with 31 participants evaluates (1) intrin-
sic preservation (I-PQ), (2) lighting realism (L-PQ), and (3)
lighting alignment (P-PQ). Participants rank four methods;
LumiNet consistently ranks first across metrics (Tab. 2),
confirming perceptual quality.

5. Discussion

Our results demonstrate that photorealistic indoor relight-
ing is achievable with a purely image-based, latent-space
approach. Through latent intrinsic control and diffusion-
based generation, LumiNet handles complex lighting phe-

nomena (cast shadows, specular highlights, indirect illumi-
nation) without requiring geometry or multi-view inputs.

Despite being trained only on same-scene pairs, Lu-
miNet generalizes to cross-scene relighting, preserving
structure and materials while transferring lighting between
vastly different scenes. This stems from combining latent
intrinsic features with conditional diffusion, enabling robust
generalization.

Future work includes extending to dynamic scenes, im-
proving 3D consistency, achieving real-time performance,
and reducing artifacts without external cleanup like RF-
Inversion. Our success suggests a broader shift toward
latent-space manipulation over explicit physical modeling.
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Supplementary Material

Outline. We begin by detailing the training setup and im-
plementation, followed by additional relit results and an il-
lustration of the nearest-neighbor search.

A. Training details
We use Stable Diffusion 2.1 [17] as our base model to bal-
ance performance and training costs. To better preserve
the details of the input images, we jointly estimate the de-
noised image and noise map at each denoising step (known
as the v-prediction). Our method also applies to other objec-
tive functions, such as ϵ (only predicts the noise map). All
training and testing are conducted on an 8-GPU NVIDIA
A6000 Ada 48GB node. For the SD2.1 base model, we train
on images with a resolution of 512 × 512. An AdamW [12]
optimizer with a learning rate of 4× 10−5 and a decay rate
of 0.9 is used. Training requires approximately 120 hours
on a single GPU. At inference time, LumiNet outputs a re-
lighted image (resolution: 512 × 512) in 5 seconds with 50
DDIM steps.

B. More results
Nearest neighbor search In complex real-world scene
relighting, particularly for fine-grained light control, we ob-
serve that light transfer is highly sensitive to the choice of
seed. To address this issue, we propose a nearest neighbor
search over multiple seed candidates to identify the relit re-
sult that best approximates the target lighting.

Fig. S.1 illustrates the nearest neighbor search over mul-
tiple seed candidates to identify the relit result that best ap-
proximates the target lighting.

Additional relit images We present additional relit re-
sults in the following pages to demonstrate the robustness
of our method under varying lighting conditions and across
diverse scenes. These include an extension of our teaser fig-
ures (Fig. S.2), a scenario showcasing the effect of turning
on ceiling lights (Fig. S.3), an example illustrating reduced
ambient lighting in the room (Fig. S.4), and results depict-
ing the effect of turning on lamps (Fig. S.5). We provide a
detailed analysis of these phenomena in the figure captions
and highlight the lighting effects using red bounding boxes
within the figures.
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Figure S.1. Nearest Neighbor Search. Diffusion models are sensitive to seed choice [18]. We observed that the choice of random seeds
significantly impacts relighting quality. Here, we present sampled relights generated from 30 random seeds, sorted by their match to the
target lighting image. Sorting is based on nearest-neighbor matching of the latent extrinsic (a low-dimensional lighting vector) to the target.
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Figure S.2. Our LumiNet architecture transfers complex lighting conditions between indoor scenes using latent intrinsic representations
while preserving scene layout, geometry, and albedo. Each scene shows an original image (left) paired with its relighted version (right)
matching the target lighting shown at the top. Our method preserves scene structure and materials while accurately transferring lighting
characteristics. Left panel demonstrates our method can adjust luminaires to match lighting conditions: it “knows” that to get more light
in the right place in the room, it must switch on bedside lights (first row and second row) or table lamps (third row and fourth row),
showing our model’s ability to handle direct illumination. Zoomed-in crops highlight the changes in images caused by relighting. In the
first row, observe the added gloss on the wall behind the lamp in the top crop, as well as the effects on the side of the bed in the bottom
crop, influenced by the invisible luminaire. In the second row, note the gloss removal on the side wall, as shown in the bottom crop. In
the third row, you can see the reflection of the lamp on the large stationary glass window on the left, highlighted in the top crop. Finally,
in the bottom row, observe the strong gloss added to the chair and the faint inter-reflection on the TV screen. Right panel shows natural
lighting scenarios where bedside lamps are off. Top row’s crop shows suppressed specular reflections on the glass table and realistic lamp
pole shadows added after relighting. Second row shows strong specular highlights on the wall clock and strong cast shadows from the AC
unit. Third row captures soft ambient lighting with intricate specular details on window frames and appropriate surface sheen on furniture.
Fourth row demonstrates the removal of bright light from the lamps and all indirect effects, including the recovery of sharp edges at the
intersection of the ceiling and side walls.
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Figure S.3. Additional Relit Images (switching on ceiling lamps). The target lighting is shown in the top-left image, where a ceiling
lamp is switched on. Ceiling lamps are very rare in our training data; however, we find that LumiNet is still able to understand them and
synthesize plausible relit images, as shown in the third column. In the first row, notice the suppression of gloss near the window at the
top (see crop) and the added gloss due to inter-reflection on the TV screen. Also, note how the shaft lighting effect from the source image
is suppressed. In the second row, observe how three ceiling lamps significantly brighten the room, with strong gloss visible on both the
wooden floor and the dining table. In the third row, notice the sheen on the sofa and the edge of the coffee table, which become clearly
visible after relighting. In the fourth row, see how the reflection of the lamp appears on the painting on the side wall. Also, note the shadow
cast by the chair on the side wall below the painting. Finally, in the last row, observe how soft shadows along the edges of the ceiling and
side wall are suppressed, while soft-light gloss becomes visible. Further, note the reflection on a mirror-like object in the bottom crop.
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Figure S.4. Additional Relit Images. The target light is shown in the top-left image, where all lamps are switched off, and the only
illumination comes from diffused natural light entering through a window on the right. The second column displays the source images
to be relit to match the target light, while the third column presents the relit images. The final column highlights cropped regions before
and after relighting, emphasizing the second-order lighting effects captured by LumiNet. In the top row (first relit image), note the table’s
reflection in the TV and the strong gloss on the table from the directional window light. In the fourth row, observe how the sky changes
to reflect the ambiance of the target light. In the last row, notice specular highlights on the table because of the direction light from the
window. Also, notice the shadow cast by the cabinet in the bottom crop.
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Figure S.5. Additional Relit Images. The target lighting is shown in the top-left image, where all lamps are switched on. The second
column displays the source images to be relit to match the target lighting, where all lamps are switched off, and the third column presents
the relit images. The final column highlights cropped regions before and after relighting. In the top row (first relit image), note the overall
change in the room’s color and the colored gloss added to the side of the bedsheet. In the second row, notice that the strong gloss on the
carpet is removed. In the third row, switching on the side lamps removes the lamp shadow; also, observe the effect of the lamp on the
ceiling and the gloss added to the edge of the table, as shown in the crop. In the fourth row, notice that the left side of the bed is now well-lit
due to the lamp. Finally, in the last row, observe the gloss added to the wallpaper because of switching on the lamp
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