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Abstract

Fine-grained image analysis (FGIA) plays a crucial role
in precise object understanding, enabling detailed segmen-
tation and categorization of specific object components,
e.g., valve elements or automotive parts. Traditional FGIA
methods, which primarily rely on geometric descriptors, of-
ten struggle with variable real-world conditions, i.e., il-
lumination changes, weathering effects, and diverse view-
ing angles. To address these limitations, we proposed a
multi-modal framework that combines generative AI with
fine-grained visual guidance, jointly performing part-level
alignment and detailed image synthesis. Our proposed
method leverages advanced computer vision techniques for
precise subclass recognition and segmentation while in-
tegrating generative models capable of generating accu-
rate multi-view images from single-view inputs. This syn-
thesis process incorporates explicit functional constraints
and clear semantic alignments, significantly improving seg-
mentation accuracy by mitigating mismatches between vi-
sual features and semantic cues. Experimental results con-
firm that our approach notably outperforms state-of-the-art
methods in both fine-grained segmentation accuracy and ro-
bust image generation under challenging conditions.

1. Introduction
Fine-grained image analysis (FGIA) represents a critical
challenge in computer vision (CV) and pattern recogni-
tion, significantly impacting real-world applications that
demand precise differentiation among closely related ob-
ject categories, such as specific valve types or car mod-
els [21, 46, 47]. The inherent complexity of FGIA arises
primarily from subtle inter-class variations combined with
pronounced intra-class differences, necessitating accurate
localization and extraction of discriminative features from
extensive image datasets [45–47]. Recent advancements in
FGIA have extended to include refined subclass identifica-
tion, leveraging visual references to improve differentiation
among highly similar categories [7, 17, 18, 22].

Traditional and state-of-the-art (SOTA) FGIA tech-
niques, such as Local Binary Patterns (LBP), Histogram of
Gradients (HOG), and SIFT [2], along with deep learning-
based approaches, typically depend on geometric descrip-
tors (e.g., edges, salient keypoints). These methods seek
robustness to occlusions and limited viewing angles (< 45
degrees), focusing predominantly on object recognition.
Nonetheless, practical conditions frequently introduce sig-
nificant challenges due to variable lighting, occlusions, sur-
face degradation, and diverse viewpoints, complicating re-
liable subclass identification. Notably, standard reference
data predominantly features pristine objects, contrasting
sharply with real-world images subject to environmental de-
terioration.

Figure 1. Comparison of fine-grained valve subclass identification
against generic classification.

Most existing FGIA methodologies employ a purely 2D-
to-2D approach [57], prevalent in both academic research
and industry, e.g., Google Vertex. Meanwhile, the integra-
tion of 2D-to-3D generative models to bolster fine-grained
identification remains relatively underexplored. Current
methods struggle under substantial appearance variations
arising from environmental or viewpoint shifts, limiting
their capability to consistently achieve fine-grained sub-
class recognition. Typically, generative AI (Gen-AI) and



FGIA methodologies have evolved independently, lacking
integrated frameworks capable of simultaneously address-
ing subclass differentiation and robust visual representation.

Addressing these critical limitations, this paper pro-
poses a novel FGIA framework that synergistically in-
tegrates spatio-temporal analysis, conventional CV tech-
niques, and Gen-AI for robust and precise fine-grained sub-
class identification. Our methodology combines advanced
CV-based recognition [30, 31] and classification techniques
[20, 39], enhancing segmentation and differentiation be-
tween reference and target subclasses. Furthermore, the
framework employs Gen-AI models, such as Stable Diffu-
sion [26, 42, 44, 48], to generate detailed 3D representa-
tions from 2D images, enabling robust multi-view analysis
across varying conditions, including occlusion, corrosion,
and viewpoint changes.

The primary contributions of this research are fivefold:

• First, a comprehensive FGIA framework integrating
spatio-temporal analysis with Gen-AI to overcome lim-
itations of current static 2D approaches, enabling detailed
subclass-specific image generation.

• Second, novel constraints designed to address inconsis-
tencies between visual and textual subclass representa-
tions, thereby significantly enhancing subclass identifica-
tion accuracy.

• Third, utilization of temporal image sequences to miti-
gate issues arising from environmental degradation, sig-
nificantly improving the robustness and reliability of fine-
grained recognition.

• Fourth, a novel multi-modal vision-language approach
addressing previous gaps in semantic understanding by
generating comprehensive and precise subclass descrip-
tions.

• Finally, empirical validation demonstrating superior sub-
class identification performance of our proposed method
on realistic datasets, highlighting substantial improve-
ments achieved through 2D-to-3D generative modeling
and functional segmentation techniques compared to cur-
rent state-of-the-art FGIA methodologies.

2. Related work

This section describes recent advancements in generative
modeling for computer vision, emphasizing the integra-
tion of vision-language models (VLMs) and large language
models (LLMs), particularly for text-to-image generation.
VLMs utilize extensive multimodal datasets to capture
complex image-text correlations, while LLMs contribute
contextual understanding, significantly enhancing gener-
ated image coherence and relevance. We critically analyze
significant contributions from previous works, highlighting
the strengths and limitations of existing approaches.

2.1. Generative Vision-Language Models
Recent surveys have summarized core architectures, train-
ing methods, and applications of VLMs and generative
models, providing valuable overviews of model evolution
from traditional vision systems to modern web-scale archi-
tectures. These works categorize models comprehensively,
detailing their theoretical foundations and practical appli-
cations across various vision tasks, particularly in text-to-
image synthesis and image editing [12, 35, 54]. Key foun-
dational models include transformer-based systems such as
DALL-E [33] and CLIP [32], as well as latent diffusion
models like Stable Diffusion [36]. These models signifi-
cantly advanced image realism, synthesis quality, and com-
putational efficiency [8, 15, 41].

However, existing literature primarily offers theoretical
insights, inadequately addressing practical challenges like
dataset realism, diversity, and domain adaptation. A notable
performance gap remains between synthetic and real-world
data, with limitations in capturing complex scene dynamics
and generalizing effectively across diverse real-world con-
ditions. Consequently, new methodologies are required to
improve synthetic image realism, diversity, and generaliza-
tion capabilities for practical deployment.

2.2. Vision-Guided and Language-Guided Methods
Contemporary methods combining VLMs and LLMs have
advanced image generation realism, robustness, and per-
sonalization significantly [4, 5, 9, 28, 34, 37, 50, 52, 53].
Models featuring modality collaboration and adaptive mod-
ules have set new benchmarks in image synthesis. Addi-
tionally, language-guided generative frameworks have en-
hanced controllability, precision, and contextual relevance,
leveraging textual instructions for improved image editing
and synthesis control [3, 6, 23, 43, 49, 55].

Recent progress in generative modeling has revealed a
growing emphasis on adaptability and task-specific capa-
bilities. Advances such as plausibility-aware 3D mesh de-
formation, personalized generation, open-vocabulary seg-
mentation, and robust detection of synthetic content reflect
this shift [11, 19, 24, 27, 29, 38, 51]. However, critical
challenges remain unresolved. Current models struggle to
synthesize images that faithfully capture physical phenom-
ena—such as material corrosion, realistic shadow casting,
and consistent physical scaling—hindering their applica-
tion in domains where physical realism is essential. Ad-
ditionally, issues related to computational efficiency, ambi-
guity in textual conditioning, scalability, and ethical con-
siderations continue to limit deployment. Addressing these
gaps demands new approaches that integrate physical pri-
ors, improve generative accuracy under ambiguous super-
vision, and enforce ethical and scalable design—paving the
way for robust and practically viable generative systems in
vision tasks.



3. Proposed method

This section describes in detail the proposed method as
shown in Figure 2. Given an input imagex of an indus-
trial object, we �rst obtain its latent–noise representation by
running theforward phase of a deterministic DDIM sched-
uler [40] for T steps, yielding"T . Image captionsc enu-
merate �ne-grained attributes such as material, color, and
component geometry, respectively.

Figure 2. Proposed method for image generation

Starting from"T , a diffusion generatorG� [16] then ex-
ecutes thereverseDDIM trajectory to synthesize an image
x̂ = G� ("T ), which is immediately re-captioned byC to
obtainĉ.

The four signals(x; x̂; c; ĉ) are coupled through a
�ne-grained loss L FG. The resulting gradient is back-
propagatedonly throughthe generator parameters� ; the
captionerC and the forward DDIM path remain frozen. Be-
cause the same deterministic scheduler drives both the for-
ward and reverse processes, each training step forms an ex-
act cycle, eliminating stochastic mismatch and allowing the
model to concentrate capacity on attribute-level �delity—as
required, for example, to distinguish a rust-�ecked bronze
valve from a clean brass one.

Let f � be the vision encoder that maps an image to an
embeddingz = f � (x), and letg� be a text encoder that
maps the caption tot = g� (c). For every original image,x
we synthesize two additional variants:x0 that mimicstem-
poral deterioration (e.g. rust, paint fading) andx00that mim-
ics environmentalvariation (e.g. glare or low light). The
overall training objective is a weighted sum of four terms

L total = � ctrL contrast+ � detL detail + � tmpL temporal+ � envL env;
(1)

where the� coef�cients balance the in�uence of each com-
ponent.

(i) Contrastive LossL contrast. We adopt the margin-based
formulation of Hadsellet al. [13]:

L contrast=
1
2
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1
2

(1 � y)
�
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� 2
; (2)

whereD = kzi � zj k2, y = 1 if the pair(x i ; x j ) belongs to
the same �ne-grained subclass and0 otherwise, andm is a
�xed margin.

(ii) Detail-Alignment Loss L detail. To force individual
imagepatchesto align with the corresponding textualto-
kens, we splitx into K patchesf pk g with embeddingsf zk g
and obtain token embeddingsf tk g. Using an all-pairs In-
foNCE over the similarity matrixSkj = hzk ; t j i , we de�ne
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� ; (3)

where� is a temperature hyper-parameter. Patch embed-
dings are extracted from a ViT backbone [10] or its hierar-
chical variant Swin-T [25].

(iii) Temporal Consistency LossL temporal. For the pair
(x; x 0) that differs only by time-based degradation, we im-
pose

L temporal=



 f � (x) � f � (x0)




 2

2: (4)

If ground-truth masks identifying the corroded region are
available, the loss can be evaluated only on those pixels; we
also experiment with an optional CycleGAN-style consis-
tency term [56].

(iv) Environment-Invariant Loss L env. Let Ae(�) denote
a photometric augmentation that simulates a speci�c envi-
ronmental conditione (overexposure, glare, or low light).
We minimize

L env = Ee



 f � (x) � f �

�
Ae(x)

� 


 2

2; (5)

and optionally treatAe(x) as a positive sample in the con-
trastive term.

Weight Selection. We follow the guideline� ctr = 1 ,
� det 2 [1; 2], � tmp 2 [0:2; 0:5], and� env 2 [0:2; 0:5], and
employ GradNorm to adaptively rescale the� values during
training.

The composite objective (1) therefore enforcesinstance-
level discrimination, part-level correspondence, temporal
stability, andenvironmental robustnesssimultaneously, en-
abling the generator to reproduce �ne-grained visual details
with a level of �delity previously unattainable by diffusion
models.
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