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In this supplementary material, we begin with related work and comparisons of PDS and previous work. Then, we present a
detailed description of the framework of NeRF [16] editing with PDS in Section S.3. Following that, we present additional
editing results with more diverse representations, including 3D Gaussian Splats (3DGS) [12] and 2D images, in Section S.4.
Then, in Section S.5, we provide a more detailed derivation of Posterior Distillation Sampling introduced in Section 3 of the
main paper. Following that, Section S.6 presents the implementation details of NeRF editing and SVG editing discussed in
Sections 4.1 and 4.2 of the main paper, respectively. Subsequently, Section S.7 provides the details of our user study setups.
Lastly, the effect of the refinement stage, discussed in Section S.3 of the main paper, is detailed in Section S.8.

S.1. Related Work

Score Distillation Sampling. Following the remarkable success of diffusion models in text-to-image generation, there
have been attempts to leverage the 2D prior of diffusion models for various other types of generative tasks. In these tasks,
images are represented through rendering processes with specific parameters, including Neural Radiance Fields [10, 19, 24],
texture [1, 15], material [28] and Scalable Vector Graphics (SVGs) [9, 10, 27]. The primary method employed in these
tasks is Score Distillation Sampling (SDS). SDS is an optimization approach that updates the rendering parameter towards
the image distribution of diffusion models by enforcing the noise prediction on noisy rendered images to match sampled
noise. Wang et al. [25] have proposed Variational Score Distillation (VSD) to address over-saturation, over-smoothing, and
low-diversity problems in SDS [19]. Zhu and Zhuang [29] use more accurate predictions of diffusion models via iterative
denoising at every SDS update step. When it comes to editing, Hertz et al. [5] propose Delta Denoising Score (DDS), an
adaptation of SDS for editing tasks. It reduces the noisy gradient directions in SDS to better maintain the input image details.
Nonetheless, its optimization function lacks an explicit term to preserve the identity of the input image, thus often producing
outputs that significantly deviate from the input images. To alleviate this issue, we propose Posterior Distillation Sampling,
a novel optimization approach that incorporates a term dedicated to preserving the identity of the source in its optimization
function.

Text-Driven NeRF Editing. Haque ef al. [4] have proposed a text-driven NeRF editing method, known as Iterative Dataset
Update (Iterative DU). It iteratively replaces reference images, initially used for NeRF [16] reconstruction, with edited images
using Instruct-Pix2Pix [2]. By applying a reconstruction loss with these iteratively updated images to an input NeRF [16]
scene, the scene is gradually transformed to its edited counterpart. Mirzae et al. [17] improve Instruct-NeRF2NeRF [4] by
computing local regions to be edited. However, this iterative image replacement method suffers from edits that involve large
variations across different views, such as complex geometric changes or adding objects to unspecified regions. Thus, they
have mainly focused on appearance changes.

Instead of the Iterative DU method, several recent works [13, 18, 30] directly apply SDS [19] or DDS [5] to NeRF
editing. However, these optimizations do not fully consider the preservation of the source’s identity and are thus prone to
producing outputs that substantially diverge from the input scenes. In contrast, our novel optimization inherently guarantees
the preservation of the source’s identity, facilitating involved NeRF editing while maintaining the identity of the original
scene.

Diffusion Inversion. Diffusion inversion computes the latent representation of an input image encoded in diffusion models.
This allows for real image editing by finding the corresponding latent that can fairly reconstruct the given image. The
computed latent is then decoded into a new image through a generative process. Using the deterministic generative process
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Figure S1. A visual comparison of the editing process through SDS [19], DDS [5] and PDS. The figure illustrates the trajectories of
samples drawn from p(xo|y = 1) as they are shifted towards p(xo|y = 2). PDS notably moves the samples near the boundary of the two
marginals—the optimal endpoint in that it balances the necessary change with the original identity.

of Denoising Diffusion Implicit Models (DDIM) [23], one can approximately run the ODE of the generative process in
reverse [3, 23], referred to as DDIM inversion. Meanwhile, an alternative approach, known as DDPM inversion [8, 26],
employs the stochastic generative process of Denoising Diffusion Probabilistic Models (DDPM) [7]. They focus on capturing
the structural details of an input image encoded in its stochastic latent. We extend the editing capabilities of this DDPM
inversion method to parameter space by reformulating the method into an optimization form.

S.2. Comparison of PDS and Previous Work

Comparison with SDS [19] and DDS [5]. In Figure S1, we visually illustrate the difference among the three optimization
methods: SDS [19], DDS [5] and PDS. Here, we model a 2D distribution xg ~ p(xg) € R? that is separated by two
marginals, p(Xxo|ly = 1) and p(xp|y = 2) which are colored by red and blue, respectively. Then, we train a diffusion model
conditioned on the class labels y. Using the pre-trained conditional diffusion model, we aim to transition ngt starting from
xJ¢ ~ p(xoly = 1) towards the other marginal p(xg|ly = 2). The trajectories of three optimization methods are plotted
in Figure S1 with their endpoints denoted by stars. As illustrated, SDS and DDS significantly displace the data from the
initial position, whereas our method is terminated near the boundary of the two marginals. This is the optimal endpoint for
an editing purpose as it indicates proximity to both the starting points and p(xq|y = 2), thereby achieving a balance between
the necessary change and the original identity.

Comparison with Iterative DU. When a parameterization of images is given as NeRF [16], recent works [4, 17] have
shown promising NeRF editing results based on a method known as Iterative Dataset Update (Iterative DU). This method
bypasses 3D editing by performing the editing process within 2D space. Given an image dataset {I3°})_, used for NeRF [16]
reconstruction with viewpoints v, they randomly replace I3 with its 2D edited version using Instruct-Pix2Pix (IP2P) [2]. By
iteratively updating the input images, they progressively transform the input NeRF scene into an edited version of it.

In contrast to Iterative DU which performs editing in 2D space, our approach directly edits NeRFs [16] in 3D space.
To visually demonstrate this difference, Figure S2 presents a qualitative comparison of ours and various methods based
on Iterative DU. Specifically, we compare ours with Instruct-NeRF2NeRF (IN2N) [4] which uses IP2P [2] for 2D editing.
Additionally, we include another Iterative-DU-based method, Inversion2NeRF (Inv2N), which employs DDPM inversion [8]
for its 2D editing process. Given the prompt “raising his arms”, the figure illustrates significant variations in 2D edited
images across different views: the man raises either only one arm or both arms, as marked by the red circle. Furthermore, the
red arrow highlights the inconsistency in the poses of raising arms across different views. Such notable discrepancies in 2D
editing hinder the Iterative DU methods from transferring these edits into 3D space. Particularly noteworthy is the comparison
of our method with Inv2N, both of which leverage the stochastic latent for editing. However, while Inv2N confines its editing
within 2D space, ours directly updates NeRF parameters in 3D space by reformulating the 2D image editing method [8] into
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Figure S2. An example of editing inducing large variations across different views. The figure shows NeRF editing results of ours and
Iterative DU methods, IN2N [4] and Inv2N, with their corresponding 2D editing results obtained by IP2P [2] and DDPM Inversion [8],
respectively. When 2D editing leads to large variations, the Iterative DU methods fail to produce accurate edits in 3D space.

an optimization form. Consequently, as shown in Figure S2 and Figure 1, ours is the only one to facilitate complex geometric
changes and the addition of objects in 3D scenes. It demonstrates the strength of our method lies in the novel optimization
design, which allows for direct 3D editing, not just relying on the editing capabilities of DDPM inversion [8].

S.3. NeRF Editing with PDS

As one of the applications of PDS, we present a detailed pipeline for NeRF [16] editing. NeRF can be seen as a parameterized
rendering function. The rendering process is expressed as I, = g(v; 6), where the function takes a specific viewpoint v to
render the image I, at that viewpoint with the rendering parameter £. Using the publicly available Stable Diffusion [21] as
our diffusion prior model, we encode the current rendering at viewpoint v to obtain the target latent ngtv: xggfv =E(g(v;0)),
where & is a pre-trained encoder. Similarly, given the original source images {75} used for NeRF [16] reconstruction, the
source latent x3, is also computed by encoding the source image at viewpoint v: x¢, := £(I3).

For real scenes, there are no given source prompts. Thus, we manually create descriptions for the real scenes, such as
“a photo of a man” in Figure 1. For target prompts y'¢', we adjust y* by appending a description of a desired attribute—
e.g.,“...reading a book” in Figure 1 of the main paper—or by substituting an existing word in y* with a new one. Given

a pre-fixed set of viewpoints {v}, we randomly select a viewpoint v to compute xg, and xf)gtv. The pairs of (x3,,¥") and

(Xg{z,, y'8") are fed into the PDS optimization to update 6 in a direction dictated by the target prompt. After the optimization,

the updated NeRF parameter 0 renders an edited 3D scene that is aligned with the target prompt: I, := g(v; 0~).

To further improve the final output, we take a refinement stage inspired by DreamBooth3D [20]. During iterations of
the refinement stage, we randomly select an edited rendering I, and refine it into a more realistic-looking image using



SDEdit [14]. The edited NeRF scenes through PDS optimization are then further refined by a reconstruction loss with these
repeatedly updated images.

In some cases of source prompts we create, we observe some gap between the ideal text prompt, which would ideally
reconstruct the input image through the generative process, and the actual prompt we provide. To alleviate this discrepancy
issue, we have found it effective to finetune the Stable Diffusion [21] with {I3} and ¢y following the DreamBooth [22]
setup.

S.4. Editing 3D Gaussian Splats [12] and 2D Images

3D Gaussian Splat Editing 2D Image Editing

Instruct-NeRF2NeRF PDS (Ours) ~ Input PDS (Ours)

Figure S3. Editing of more diverse representations, 3D Gaussian Splats [12] and 2D images. PDS consistently outperforms the
baselines. The target attributes are “Batman” and “raising the arms.”

PDS encompasses various editing scenarios, not confined within a specific parameter space. To further assess the versatility
and generalizability of PDS in editing tasks, we include both 3D Gaussian Splat (3DGS) [12] editing and 2D image editing.
As NeRF editing, Figure S3 shows that PDS outperforms Instruct-NeRF2NeRF [4] in 3DGS representation while uniquely
realizing geometric changes. In 2D image editing, PDS demonstrates superior performance compared to Imagic [11], which
is introduced for 2D image editing using pre-trained 2D diffusion models. PDS edits the input image while preserving other
details with high fidelity. On the other hand, Imagic [11] leaves artifacts, losing the identity of the source content.

S.5. Derivation of Posterior Distillation Sampling

For a comprehensive derivation of Equation 14 in the main paper, we first remind that the objective function of PDS is
expressed as:
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difference between the approximated posterior means is also expressed as follows:
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Incorporating Equation 4 and Equation 5 into Equation 3, we can reformulate the objective function of PDS as follows:
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By taking the gradient of £;, with respect to 6 while ignoring the U-Net jacobian term, Zé“ = I, one can obtain PDS as
follows:
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Thus, the coefficients ¥ (¢) and x(¢) in Equation 14 of the main paper are as follows:
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In practice, we sample non-consecutive timesteps for ¢ — 1 and ¢ as in DDIM [23] since the coefficients become 0 when they
are consecutive. Given a sequence of non-consecutive timesteps [7;]5_,, a more generalized form of PDS is represented as
follows:
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For more details on timestep sampling, refer to the implementation details in the next section.

S.6. Implementation Details

In this section, we provide the implementation details of NeRF and SVG editing presented in Section 4.1 and Section 4.2 of
the main paper, respectively.

NeRF Editing. We run the PDS optimization for 30,000 iterations with classifier-free guidance [6] weights within [30, 100]
depending on the complexity of editing. As detailed in Section S.5, we sample non-consecutive timesteps 7;—1 and 7;
since the coefficients ¢ (-) and x(-) become zero when the sampled timesteps are consecutive. For this, we define non-
consecutive timesteps [7;]7_,, which is a subset sequence of the total forward process timesteps of the diffusion model,
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Figure S4. NeRF editing user study screenshots. The participants are presented with NeRF scene videos and editing prompts, and
are asked to answer the following question: When editing the video in the black box as described right next

to it, which video do you expect to see?
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Figure S5. SVG editing user study screenshots. Given SVG images and editing prompts, the participants are asked to answer the follow-
ing question: When editing the image in the black box as described right next to it, which image
do you expect to see? Please choose the most appropriate one.
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Figure S6. The effect of the refinement stage. The overall editing outcomes are determmed before the refinement stage, whereas the
refinement stage plays the role of removing artifacts. The target attributes are “Batman” and “raising the arms.”

[1,...,T]. Specifically, we select these timesteps such that 7; = |2, resulting in a subset sequence length of S = 500 out of
the total 7' = 1000 timesteps. We then randomly sample the index ¢ within a ratio range of [0.02,0.98], i.e., ¢ ~ U/(10,490).

During the refinement stage, we randomly choose and replace I, every 10 iterations, over total 15,000 iterations. We
denote a SDEit [14] operator by S(xo; to, €5) which samples x¢, ~ N (y/@, X0, (1 — ay,)I) then starts denoising it from
to using €,. For the denoising process, we randomly sample ¢, within a ratio range of [0, 0.2] out of total denoising steps
N = 20.

SVG Editing. Across all optimizations, SDS [19], DDS [5], and our proposed PDS, we apply the same classifier-free
guidance weight of 100. For SDS [19], we sample ¢ within a ratio range of [0.05,0.95] following VectorFusion [10]. For
DDS [5], we follow its original setup, sampling ¢ within [0.02, 0.98]. For PDS, we sample ¢ out of a ratio range of [0.1, 0.98].

S.7. Details of User Studies

We conduct user studies for the human evaluation of NeRF and SVG editing through Amazon’s Mechanical Turk. We
collected survey responses only from those participants who passed our vigilance tasks. To design our vigilance tasks, we
create examples where, except for the correct answer choice, all other choices are replaced with ones from different scenes
or unrelated SVG examples. Screenshots of our NeRF and SVG editing user studies, including examples of vigilance tasks,
are displayed in Figure S4 and Figure S5, respectively. In the NeRF and SVG editing user studies, we received 42 and 17
valid responses, respectively.



S.8. Effect of the Refinement Stage

Figure S6 illustrates an ablation study of the refinement stage across various editing methods. As depicted, the desired
complex edits — making the man raise his arms — are achieved solely through the optimization of PDS. The overall editing
outcomes are realized before the refinement stage, and the refinement stage further enhances the fidelity of the outputs.
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