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Abstract

Diffusion probabilistic models have been successful in
generating high-quality and diverse images. However, tra-
ditional models, whose input and output are high-resolution
images, suffer from excessive memory requirements, making
them less practical for edge devices. Previous approaches
for generative adversarial networks proposed a patch-
based method that uses positional encoding and global con-
tent information. Nevertheless, designing a patch-based ap-
proach for diffusion probabilistic models is non-trivial. In
this paper, we present a diffusion probabilistic model that
generates images on a patch-by-patch basis. We propose
two conditioning methods for a patch-based generation.
First, we propose position-wise conditioning using one-hot
representation to ensure patches are in proper positions.
Second, we propose Global Content Conditioning (GCC) to
ensure patches have coherent content when concatenated
together. We evaluate our model qualitatively and quantita-
tively on CelebA and LSUN bedroom datasets and demon-
strate a moderate trade-off between maximum memory con-
sumption and generated image quality. Specifically, when
an entire image is divided into 2 X 2 patches, our proposed
approach can reduce the maximum memory consumption by
half while maintaining comparable image quality.

1. Introduction

Diffusion Probabilistic Models (DPMs) [5, 22, 23]
have achieved remarkable success in high-resolution im-
age synthesis [2, 15], image editing [!, 14], and super-
resolution [20]. Stable Diffusion (SD) [18] is a popular
text-to-image diffusion model trained on a large-scale text-
image paired dataset, LAIONSB [21]. SD outperforms
other generative models, including GANs [3, &, 17] and
VAEs [10], in both generative quality and diversity. De-
spite being able to generate images on commercially avail-
able GPUs, SD faces challenges when generating high-
resolution images of 5122 or executing on edge devices such
as smartphones due to GPU memory limitations.

To address the similar limitation for GANs, COCO-
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Figure 1. Trade-off between the maximum memory consumption
and the generative quality measured by (log) FID. N indicates the
number of patch divisions for both vertical and horizontal direc-
tions. Our proposed method demonstrates moderate trade-off.

GAN [12] proposed a memory-efficient approach by par-
allelly generating patches and concatenating them to gen-
erate a whole image. COCO-GAN introduced a position
embedding mechanism to specify patch locations and an
information-sharing mechanism to ensure coherent image
content across patches. However, memory-efficient meth-
ods for DPMs have not been sufficiently discussed.

In this study, we present a DPM that generates images on
a patch-by-patch basis to reduce memory consumption dur-
ing inference. Patch-based generation effectively reduces
the size of the input to the self-attention mechanism [24],
which is commonly used in the network of DPMs and can
be a bottleneck for memory consumption. Consequently,
patch-based generation is capable of significantly reducing
the maximum amount of memory required for computation.

Specifically, our study introduces two novel condition-
ing methods to enable DPMs to generate images patch-by-
patch. The first method conditions location information that
specifies the position of the generated patch within the en-
tire image. We embed the position using a one-hot repre-
sentation to enable proper conditioning. The second method
conditions the content information of the entire image to en-
sure coherence in the generated patches when rearranged.
To embed content information, we propose Global Content
Conditioning (GCC), which first downsamples the entire
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Figure 2. An overview of our proposed method. Global Content Conditioning (GCC) extracts the global content feature from the entire
image. After that, the global content feature is concatenated with the cropped patch and fed into the U-Net conditioned by patch position
embedding. Our approach enables DPMs to generate images patch-by-patch, achieving high memory efficiency during inference.

image to get content information and then conditions the
network by concatenating the extracted content feature with
patches. GCC can be implemented without any additional
trainable parameters. Through these conditioning methods,
the proposed approach significantly reduces memory con-
sumption during inference without dramatically increasing
the number of network parameters. An overview of our pro-
posed method is illustrated in Fig. 2.

We evaluated our proposed method on CelebA [13] and
LSUN bedroom [25] datasets, which consist of face and
bedroom images, respectively. Our experimental results
shed light on the trade-off relationship between generation
quality and maximum memory consumption during infer-
ence, shown in Fig. 1. Specifically, our approach can reduce
the maximum memory consumption by half while main-
taining comparable image quality when dividing an entire
image into 2 x 2 patches.

2. Background

Sohl-Dickstein et al. [22] introduced Diffusion Proba-
bilistic Models (DPMs) as a deep generative method. Ho
et al. [5] subsequently extended the model and achieved
high generative performance on diverse datasets (e.g., CI-
FARI10 [1 1], CelebA-HQ [6], and LSUN [25]). DPMs con-
sist of forward and reverse processes. In this section, we
provide a detailed description of each process.

Forward Process In DPMs, an image xq sampled from
data distribution p(x) is perturbed iteratively by adding
Gaussian noise. We define each diffusion step as ¢t €
{1,...,T}, with the perturbed latent image denoted as x;.
The gaussian transition is given by,

N (x¢[v/1 = Bixi—1, Bed), (D

where [(3; is the variance parameter at step ¢, determined
such that x7 ~ A(0,I). Using Eq. (1), we can write the
conditional distribution of the latent variable x;, given the

(Xt|Xt 1

raw image Xy, as a closed form,

N (x| vVarxi—1, (1 — a)l), ()

where oy = 1 — §; and &y = Hizl . Given a real image
Xo, we can compute the perturbed image x; at any diffu-
sion step. This transition from data distribution to Gaussian
distribution through repeated Gaussian noise addition con-
stitutes the forward process.

q(xt[x0) =

Reverse Process The reverse process reproduces the data
distribution by iterative denoising from a Gaussian distribu-
tion. Starting from p(xr) = N(0,I), the iterative denois-
ing is performed using the equation,

Xt—1 =

1 Bt
R — D ) t ) 3
N (Xt mee(xt )) + oz,  (3)
where 0y = /B¢ and z ~ N(0,I). The noise added to
the latent image x; is approximated by a neural network
denoted as €g(x;,¢). U-Net [19] is commmonly used for
the neural network €y (x¢, t).

Loss Function The loss function for DPMs is expressed as
a squared error,

L =Eype |lle - eovaxo + vVIi—ae,t)]’] . @

In this formulation, the network of DPMs is trained by min-
imizing the squared error between the added noise in the
forward process and the estimated noise.

3. Proposed Method

The network used in DPMs requires a significant amount
of memory for computation since both input and output are
high-dimensional images. Our objective in this study is to
reduce memory consumption during inference by partition-
ing images into patches and reducing the size of input and
output variables passed to the network. In this section, we
describe a two-step approach for patch-by-patch generation.
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Figure 3. An example of the patch partitioning (N = 4). The en-
tire image is divided into N = 16 patches, without any overlap.

First, we introduce a method for extracting patches from the
entire image. Next, we propose two conditioning methods
that provide each location and content information required
for generating patches.

3.1. Patch Partitioning Method

In conventional DPMs, the entire noisy image is passed
into the network, and the amount of noise is estimated by a
single forward propagation. Our patch-by-patch generation
method divides the input whole image into patches, passes
the patches to the network individually, and rearranges the
output patches to obtain the overall output. Specifically, the
input image x is divided into patches x; ;) in a grid-like
manner with no overlap. An example of the proposed patch
partitioning method is shown in Fig. 3. We define the res-
olution of the input image x as (H,W). If the image is
divided into [N equal parts in each direction, the resolution
of a patch is expressed as (H', W’) = (H/N,W/N). With
the number of divisions N, the range of indices ¢ and j is
definedas 0 < 4,7 S N — 1.

3.2. Conditioning Location Information

As the divided patches are independently input into the
network, it is essential to provide patch location information
to the network. We address this by defining an index s to
specify the position of each patch uniquely. We define the
index s for N-divided patches x(; ;) as s = i X N +j. After
converting the index s to a one-hot representation (e.g., [0,
0, 1, 0]), it is passed to a fully connected layer, and the
output is concatenated with the embedding features of the
diffusion step (corresponding to the position embedding in
Fig. 2) and fed into the network. This approach conditions
the network with the relative position of an input patch.

3.3. Conditioning Content Information

We further propose Global Content Conditioning (GCC)
to address the lack of content information shared between

N=28
Figure 4. Generated images from our proposed method trained on
CelebA dataset [13].

N=2
Figure 5. Generated images from our proposed method trained on
LSUN bedroom dataset [25].

independently processed patches in the network. GCC ex-
tracts the overall content information g € R W’ through
average pooling of the entire image x € R¥*W_ Then g
is concatenated with the split patch x; ;) in the channel di-
rection and input into the network. GCC is parameter-free,
and it can be implemented without adding model complex-
ity. This method is motivated by the technique proposed by
Saharia et al. [20], which demonstrates effective condition-
ing through simple concatenation in the channel direction
for conditioning image features.

4. Experiments

4.1. Experiment Settings

Dataset We conducted experiments on two datasets:
CelebA [13], consisting of approximately 200K face im-
ages, and LSUN bedroom [25], consisting of approximately
three million bedroom images. We preprocessed all images
to be 128 x 128 pixels in size. For CelebA, as the images
were already square, we just downsampled them to 1282,
For LSUN bedroom, we first cropped the images with the
short side resolution and then downsampled the cropped im-
ages to 1282. The datasets were split into train, validation,
and test sets, with proportions of 64% : 16% : 20%.

Training The number of diffusion steps 7" was fixed at
1000. The mini-batch sizes were 64 for both CelebA and
LSUN bedroom. The learning rate was set to 1 x 10, and
we chose Adam [9] as an optimization method. We updated
the parameters for 800,000 iterations on both datasets. We
experimented with different numbers of patch divisions NV,
specifically N = 2,4, 8, and also trained the conventional
DPM without patch partitioning as the original method.



Table 1. FID ({) evaluation of our proposed methods and the orig-
inal. The lower is better.

Dataset Division N FID ()
1 (original) 14.8
2 14.0
CelebA 4 13.6
8 16.2
1 (original) 224
2 24.1
LSUN bedroom 4 3.8
8 66.1

Table 2. Maximum memory consumption of the original method
and our proposed method at different number of divisions V.

Division N Max memory consumption [GB]

1 (original) 7.46
2 3.25
4 2.14
8 1.83

Evaluation Metrics We used Fréchet Inception Distance
(FID) [4, 16], a metric that measures the distance between
two image distributions and provides a measure of genera-
tive quality and diversity. For CelebA, we used 40K gener-
ated images and 40K real images to measure the FID score.
For LSUN bedroom, we used 50K generated images and
50K real images. Real images were selected randomly from
each test set. Additionally, we used the maximum memory
consumption during inference as another evaluation metric.

4.2. Qualitative Evaluation

The results of the proposed method trained on CelebA
dataset are presented in Fig. 4. When N = 2 or 4, the gen-
erated images appear natural. However, when N = 8§, the
boundary lines between patches become prominent, even
though content information is shared among the patches.
Similarly, Fig. 5 shows the results of the proposed method
on LSUN bedroom dataset. The generated images look
natural when N = 2, but when N > 4, patch bound-
aries become noticeable. While the network is conditioned
with location information, the conditioning is not precise
enough to achieve seamless patch connection at the bound-
aries, where accurate location information is essential.

4.3. Quantitative Evaluation

The proposed method’s FID results are presented in
Tab. 1 for both CelebA and LSUN bedroom datasets. On the
CelebA dataset, when N = 2 or 4, the proposed method’s
performance is slightly better than the original method.
However, as the number of patch divisions /V increases up
to eight, the FID score inclines sharply, consistent with the
qualitative evaluation results. Similarly, for the LSUN bed-
room dataset, the performance of the proposed method is

not significantly different from that of the original method
when N = 2. However, the FID deteriorates sharply when
the number of divisions increases over four or more.

The maximum memory consumption of the original and
proposed methods is presented in Tab. 2. As the computa-
tion part of the reverse process is the same for both methods,
only the forward propagation part of the network was con-
sidered for measuring the maximum memory consumption.
The proposed method with N = 2 reduced the memory
consumption by over 50% compared to the original method.
When N > 4, the memory consumption decreases as N in-
creases, although not uniformly due to the increased num-
ber of input channels caused by GCC. Fig. 1 shows the
trade-off relation between maximum memory consumption
and the FID score. Overall, the proposed method effectively
reduces the maximum memory consumption during infer-
ence, preserving comparable generative quality.

5. Discussion

For LSUN betroom dataset, significant degradation in
quality was observed when the number of divisions NV be-
came four or more. In addition, comparing the results of
CelebA and LSUN bedroom datasets for N = 8 divisions,
LSUN bedroom showed a larger quality degradation com-
pared to the original method. This is because the LSUN
bedroom dataset includes various compositions and may be
difficult to train compared to the CelebA dataset, which
has a uniform composition. To overcome this issue, data
augmentation techniques such as affine transformation pro-
posed by Karras et al. [7] may be useful for datasets with
non-uniform compositions.

Currently, GCC extracts content information from the
entire input image at every diffusion step, which may lead
to error accumulation during the reverse process and con-
tribute to discontinuities on the boundaries between adja-
cent patches. To address this issue, further improvements
can be made, such as limiting the extraction of the entire
content information to only one time.

6. Conclusion

We introduced a patch-based DPM, a memory-efficient
diffusion probabilistic model generating images on a patch-
by-patch basis through positional embedding and Global
Content Conditioning. The experiments showed that our
approach could reduce the maximum memory consumption
by half while maintaining comparable image quality when
the entire image was divided into 2 X 2 patches.
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