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Motivation
• Transformations based on domain expertise (expert transformations), such 

as random-resized-crop and color-jitter, have proven critical to the success 
of contrastive learning techniques such as SimCLR. 

• For imagery data, so far none of recent view generation methods has been 
able to outperform expert transformations.

• We tackle a different question: instead of replacing expert transformations 
with generated views, can we constructively  assimilate generated views 
with expert transformations?
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where                is L2 loss,      is the average Euclidean distances among 
generated views                                                                                        , and 
                            is a ReLU function.
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